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We demonstrate a method to directly measure the change in the spectrum of intermolecular solvent fluctuations
as a function of time after electronic excitation of a solute, and this method is applied to the dye Coumarin
102 (C102) in acetonitrile. The complete intermolecular response is captured following resonant excitation
with time domain third-order Raman spectroscopy. In a previous report, we introduced this method and used
it to probe one point in the intermolecular response as a function of time after solute excitation (Underwood,
D. F., Blank, D. A.J. Phys. Chem. A2003, 107 (7), 956). Here we extend this approach to recover the
change in the entire intermolecular response as a function of time. To our knowledge the results provide the
first direct measurement of the difference in the equilibrated intermolecular response after excitation of a
solute and its evolution during a dipolar solvation event. Excitation of C102 results in a significant increase
in the solvent-solute interaction due to a large increase in the dipole moment. The observed change in the
intermolecular response is consistent with a rapid change in local solvent density, with intermolecular kinetic
energy transfer changing the response on longer time scales. Evolution of the response exhibits a strong
frequency dependence and suggests changes over longer distances at longer delay times. The measured change
in the spectrum of solvent fluctuations represents a direct experimental confirmation of the breakdown of
linear response and confirms predictions from molecular dynamics simulations.

1. Introduction

The importance of solvation dynamics in condensed phase
chemical reactions has long been appreciated and has received
considerable attention (for example, see refs 1-4). More recent
time-resolved studies have focused on the ultrafast dynamics
associated with reorganization of the solvent in response to
impulsive electronic rearrangement in a solute. The solvent
response is typically followed spectroscopically via the effect
of the local environment on a solute’s electronic energy gap.
Techniques such as time-dependent fluorescence Stokes shift
and three pulse echo peak shift (3PEPS) have revealed the
multitude of time scales associated with solvent reorganization,
and comparisons with simulations have led to significant insights
into the solvent motions responsible for the observed responses.5-9

Reliance on the electronic energy gap correlation function,
which we will refer to asS(t), as a probe of the solvent response,
has the advantage of providing the solute’s perspective of the
local environment. For example, this offers a direct probe of
the dynamics associated with phenomena such as line broaden-
ing. However, since it is the gap that is measured as a function
of time, it is the combined effect of the solvent fluctuations on
both the ground and excited states of the solute that are observed.
As a result, assumptions concerning the correlations between
both the equilibrium and nonequilibrium fluctuations around
both of the solute electronic states are required when considering
the relationship between the solvent fluctuations andS(t). The
linear response approximation, LR, is often evoked to help
address this issue, including the assumptions that solvent
fluctuations around the excited electronic state are the same as
those around the ground electronic state.10-15 However, while
applications of LR have often demonstrated agreement with

experiment, recent simulations have illustrated potentially
common failures.10,11,14-20 The failure of LR is perhaps less
surprising than the apparent initial success given the large
change in the solvent-solute interaction that often accompanies
the change in solute electronic state. This means that the
perturbations driving nonequilibrium solvation are not small,
as assumed in LR, and that the equilibrium solvent fluctuations
around the ground and excited state of the solute respectively
are quite different.11,14,15

The dynamics associated with the failure of LR, such as the
evolution of the local solvent fluctuations, are likely to play an
important role not only in basic solvation events, but in reactive
dynamics such as charge transfer as well.1-4 The difficulty in
experimentally accessing the assumptions associated with LR
via resonant solute probes is due, in part, to the fact that
measurements ofS(t) provide limited direct information con-
cerning thechangesin the intermolecular spectrum of motions
that accompany electronic rearrangement in a solute. Experi-
ments that probe the solvent directly can provide a comple-
mentary perspective, and if the complete intermolecular response
can be measured as a function of time after solute excitation,
the question of how fluctuations in the local environment are
changing can be addressed. Sub-picosecond THz pulses21-23 and
polarizability response spectroscopy24 have been used to directly
probe the one-dimensional solvent response that is driven by
excitation of a solute. Schmuttenmaer and co-workers have also
recovered the spectrum of the THz probe as a function of delay
time after excitation of a chromophore in solution. Spreading
the intermolecular response into a second dimension allowed
them to resonantly interrogate the transient change in the solvent
spectrum between 3 and 100 cm-1 following excitation of the
cyanine dye TBNC in solution.25-28 TBNC was specifically
selected to look at an electronic transition that resulted in almost
no change in the solute’s dipole moment to minimize signal
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contributions from the solute. The fact that dynamic electronic
reorganization in the solute can act as a source of THz emission
can offer unique insights when applied to charge-transfer
events.25 However, such responses from the solute can com-
plicate the direct probing of the intermolecular solvent response
associated with charge transfer and dipolar solvation.

Our research group recently introduced an experimental
approach that uses time domain electronically nonresonant third-
order Raman spectroscopy to directly measure the change in
the intermolecular solvent response following resonant excitation
of a solute.29-32 We refer to this method as RaPTORS, an
acronym for Resonant Pump Third-Order Raman probe Spec-
troscopy. RaPTORS is analogous to the two-dimensional THz
experiment; however, the spectrum of solvent motions at a given
delay after resonant excitation are experimentally spread into a
second time dimension rather than frequency dimension. Using
a nonresonant probe offers a complementary look at the change
in the intermolecular response with some potential advantages.
These include broader spectral coverage, higher time resolution,
application to liquid samples that are opaque in the THz spectral
range, and no interference in probing the solvent response from
dynamics in the solute that resonantly emit THz radiation.
RaPTORS can measure the solvent response for a wide range
of dynamic events in solution, including dipolar solvation and
charge-transfer reactions.

In the work reported here we apply RaPTORS to measure
the change in the complete intermolecular Raman response
during a dipolar solvation event, the excitation of Coumarin
102 (C102) in acetonitrile, CH3CN. Previously, RaPTORS was
applied to follow a single point in the solvent response, for
example the maximum of the librational contribution, as a
function of time after resonant solute excitation.29 In addition
to following solvation dynamics, this approach was demon-
strated to offer a new perspective on an ultrafast excited-state
proton-transfer reaction.30 As discussed in the initial work, the
presence of a time-dependent local oscillator, that was incor-
porated to amplify the signal and provide signal detection at
the amplitude level, complicated recovery of the complete
intermolecular response as a function of time after solute
excitation. In this work, a measurement of the time-dependent
local oscillator field is incorporated into a forward convolution
analysis of the RaPTORS response, and the result is the
determination of thecompletechange in the intermolecular
Raman response as a function of resonant excitation delay. The
time-dependent change is discussed in terms of the change in
the intermolecular solvent-solute interaction following excita-
tion of C102. Our results indicate a rapid increase in local
density, slower intermolecular kinetic energy transfer, and a clear
difference between the intermolecular response around the
ground and excited states. At the end, a comparison is made
with the assumptions of linear response.

2. Experimental Section

The laser system and experimental setup for the RaPTORS
measurements have been described previously.29 Briefly, the
experiment involves the resonant electronic excitation of a solute
followed by three electronically nonresonant laser pulses that
probe the low frequency (1-500 cm-1) Raman spectrum in the
time domain. Figure 1 shows the time ordering and labels used
for the pulse sequence and the phase matching geometry
employed. The resonant and nonresonant laser fields are labeled
Er andEnr1-3 respectively. We refer to the time delay between
the resonant excitation pulse and the time coincident first two
nonresonant laser pulses ast, and the intrinsic delay in the

nonresonant Raman probe betweenEnr1,2 and Enr3 as τ. The
nonresonant pulses were arranged in a box geometry, the
resonant pulse propagates down the center of the box, and the
signal is detected along the phase-matched direction determined
by the three nonresonant probe pulses,ks ) knr1 - knr2 + knr3.
The resonant laser pulses are chopped with a slotted wheel at
500 Hz, one-half the laser repetition rate, and the resulting
modulation of the detected signal field was collected via lock-
in detection (SR810, Stanford Research). The RaPTORS
response was determined to be linearly dependent on each
incoming nonresonant laser field, as well as the concentration
of C102, and is considered in detail in Section 3.

The time domain intensity profile of the nonresonant laser
pulses, centered at 800 nm, were Gaussian in shape with a full
width at half-maximum, fwhm, of 36 fs as determined by three-
pulse transient grating measurements in a 1 mmfused silica
window placed at the sample location. The resonant pulse was
generated by type-I frequency doubling a portion of the 800
nm light in a 1 mmâ-BaB2O4 (BBO) crystal (CXK Optronics)
and compressed using a pair of fused silica prisms. The resulting
400 nm pulses were measured by difference frequency mixing
with one of the 800 nm pulses in a 0.1 mm BBO crystal placed
at the sample position. The 400 nm pulse intensity profile was
determined by difference frequency generation with the 800 nm
fundamental in the same BBO crystal and had a fwhm of 40 fs.

The linear polarizations of the nonresonant laser fields were
set to suppress the instantaneous electronic response that occurs
for τ ) 0.33 The first two nonresonant pulses,Enr1 and Enr2,
were parallel,Enr3 was rotated+45°, and the signal field
was polarization selected at-71° relative to Enr1 and Enr2.
The resulting measured third-order response is equivalent
to measuring a linear combination of the parallel and per-
pendicular tensorial contributions to the response function,
R(-71°)(+45°)xx

(3) (τ) ) Rxxxx
(3) (τ) - 3Ryyxx

(3) (τ).34 The subscripts indi-
cate the polarizations of the individual laser fields and signal
listed in reverse order by convention,x andy indicate orthogonal
polarizations, and the angles are measured relative tox. The
signal was passed through an 800( 25 nm band-pass filter
and detected using a fast silicon photodiode (Thor-Labs
DET210).

In addition to the RaPTORS measurements, electronically
nonresonant third-order responses of our samples were measured
under identical conditions with the resonant laser field blocked.
The signals were heterodyne detected by recombiningEnr3 with
the detected signal field after the sample, as outlined by
Tokmakoff and co-workers.35-37 The phase of the local oscillator

Figure 1. Diagram of the pulse sequence showing the time variable
definitions and wavevector matching geometry for the RaPTORS
experiments.
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was adjustable by rotation of a microscope cover slip placed
prior to recombination with the signal field. Responses were
collected with the local oscillator in phase with the signal field
and rotated by 180°. The measured signal intensity was reported
as the difference between in phase and 180° out of phase to
eliminate any residual homodyne contributions.35 The hetero-
dyne detected nonresonant third-order response is discussed in
more detail in Section 3.1.

Room-temperature samples of Coumarin 102 in CH3CN were
flowed at about 0.5 mL/s through a 1 mmthick sample cell
with fused silica windows (Starna Cells, # 48-Q-1). The samples
had an optical density of 0.4 at 400 nm, indicating a concentra-
tion of ∼0.5 mM. Coumarin 102 was used as received from
Exciton, and spectroscopic grade CH3CN was used as received
from Aldrich Chemical.

Optimized gas-phase structures for C102 were calculated in
Gaussian 98 at the B3LYP/Midi! level,38 which were used to
determine CM2 dipole moments in acetonitrile for ground and
excited states (SM5.42R/INDO/S2, VEM42/INDO/S2 calcula-
tions respectively) using the ZINDO-MN program.39

3. Data Analysis and Results

The pulse sequence and definition of time variablest andτ
are shown in Figure 1. In the RaPTORS experimental config-
uration, the signal is measured along the phase-matched direction
determined by the three nonresonant probe fields,ks ) knr1 -
knr2 + knr3. The resonant pump field,Er, is modulated and the
intensity difference between the signal with and withoutEr is
monitored.29

When the pump pulse is blocked the signal is the nonresonant
third-order Raman (TOR) response, which is dominated by the
bulk solvent. The signal intensity is the square of the radiated
third-order signal field,Esolvent

(3) (τ).

When the pump pulse is present, the signal intensity is the
square of the sum of the third-order signal field from the bulk
solvent and some change in that third-order signal field due to
the resonant pump pulse,∆E(3)(t,τ).

Combining eqs 1, 2, and 3,

where we have labeled the cross term as the heterodyne detected
intensity and the modulus squared change as the homodyne
detected intensity. Assuming that the change is small,∆E(3)(t,τ)
, Esolvent

(3) (τ), the resulting measured signal intensity will be
dominated by the heterodyne contribution,

The nonresonant third-order field from the bulk solvent acts
as a time-dependent local oscillator in the detection of

the desired two-dimensional change induced by the pump
pulse,∆E(3)(t,τ). In addition to providing amplification of the
desired two-dimensional signal, the local oscillator also provides
phase selection. The electronically nonresonant solvent signal,
Esolvent

(3) (τ), is real, and as a result this local oscillator amplifies
only the electronically nonresonant portion of the change in the
third-order Raman response.

The two-dimensional change in the third-order field,∆E(3)(t,τ),
is formally the result of interference, i.e., heterodyning with a
fifth-order signal field that is scattered along the same direction
asEsolvent

(3) (τ), and involves two additional interactions with the
resonant pump pulse,ks′ ) kr - kr + knr1 - knr2 + knr3. This is
analogous to resonant pump-probe experiments where a third-
order signal field is scattered along the same direction as the
detected probe laser and the resulting interference is often
described as a heterodyne detected linear change in the probe
field due to increased absorption or stimulated emission
following the action of the pump field.40 Here we adopt a similar
approach and interpret our measurements as the heterodyne
detected change in the third-order signal field induced by the
action of the resonant pump field.

The third-order signal field,E(3)(τ), can be related to the
nuclear dynamics of the solution via a third-order material
response function,R(3)(τ).40 In the impulsive limit the third-
order response can be expressed as a polarizability correlation
function,

The change in the signal field in response to absorption of
the resonant pump pulse can then be directly related to the
change in the electronically nonresonant response function, eq
6,

and it is this change in the bare nuclear response function that
is extracted via analysis of the raw RaPTORS data as described
below.

The data analysis is considered in three parts. The intent is
to extract the change in the nonresonant third-order response
as a function of botht and τ from the measured RaPTORS
response, eq 4. In section 3.1, the nonresonant third-order
response of the solvent,Rsolvent

(3) (τ), the local oscillator in the
RaPTORS measurements, is determined by fitting a heterodyne-
detected nonresonant TOR measurement. Next, the RaPTORS
measurements are addressed. The time dependence of the local
oscillator along theτ time variable leads to greater complexity
when considering the dynamics in this dimension relative to
the response alongt, where the local oscillator is time
independent. As a result the analysis of the dynamics along each
of the two time dimensions is considered separately, sections
3.2 and 3.3. In section 3.3,Rsolvent

(3) (τ) determined in section 3.1
is used to generate the time-dependent local oscillator in a
forward convolution fitting approach to the determination of
∆R(3)(t,τ) alongτ for a series of delays after the resonant pump
pulse,t.

3.1. The Electronically Nonresonant Third-Order Re-
sponse,Rsolvent

(3)(τ). The nonresonant third-order response for
the sample is measured in a heterodyne detection geometry as
described in section 2. The data are presented as the difference
of two scans where the local oscillator has been phase shifted
by 180°. This subtraction eliminates any residual homodyne
components in the signal and leaves only the cross term between

IRaPTORS(t, τ) ) Ipump present(t, τ) - Ino pump(τ) (1)

Ino pump(τ) ) (nc
4π)| Esolvent

(3) (τ)|2 (2)

Ipump present(t,τ) ) (nc
4π)| Esolvent

(3) (τ) + ∆E(3)(t,τ)|2 (3)

IRaPTORS(t,τ) ) (nc
4π){Re[Esolvent

(3)* (τ)∆E(3)(t,τ)] +

|∆E(3)(t,τ)|2} ) IRaPTORS
hetero (t,τ) + IRaPTORS

homo (t,τ) (4)

IRaPTORS(t, τ) ≈ IRaPTORS
hetero (t,τ) ) (nc

4π)Re[Esolvent
(3)* (τ)∆E(3)(t,τ)]

(5)

R(3)(τ) ) - i
p

〈[R(τ),R(0)]〉 (6)

∆E(3)(t,τ) ∝ ∆R(3)(t,τ) (7)
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the third-order signal field and the local oscillator field.35 The
heterodyne detected electronically nonresonant third-order signal
is then related to the third-order response function via integration
over the temporal envelopes of the laser pulses,40

In this case the local oscillator field is provided by the third
nonresonant laser pulse,ELO(t′) ) Enr3(t′). Since all three
nonresonant field envelopes are identical, the expression can
be written as a convolution over the pulse intensity autocorre-
lation function41-45

The pulse intensity envelopes were determined as described
in section 2. To model the third-order response function, the
electronic polarizability of the system is expanded in a set of
nuclear coordinates,qi,

whereRi
(1) ) (∂R/∂q)q0. Inserting eq 10 into eq 6, and assuming

that the first-order term is the dominant term, the third-order
response function can be expressed as a sum of vibrational
correlation functions,Gi(τ) ) 〈qi(τ)qi(0)〉,

The individual vibrational correlation functions are modeled
with Brownian oscillators, which provide a qualitative descrip-
tion of overdamped intermolecular motions and vary continu-
ously from overdamped to underdamped vibrations.40

The reduced frequency is defined asΩi ) xωi
2-Λi

2, with
dampingΛi ) γi/2. Since the adjustable relative amplitude of
each oscillator is provided by the Raman weight in eq 11,
|Ri

(1)|2, ηi in eq 12 was restricted to( 1 to indicate the sign of
the response. For the laser polarization conditions in this

experiment,R(-71°)(+45°)xx
(3) (τ) ) Rxxxx

(3) (τ) - 3Ryyxx
(3) (τ), the over-

damped intermolecular response should be negative,34 and this
is consistent with the sign of our measured signal.

The third-order response function for CH3CN was modeled
as a collection of four Brownian oscillators and an instantaneous
response atτ ) 0, which was included to model the residual
electronic response. The data were simulated using eq 9, and
iterative adjustment of the Brownian parameters used to
constructRsolvent

(3) (τ) was performed to determine an optimized
fit. The fit is shown along with the heterodyne detected third-
order signal in Figure 2. The fitting parameters are listed in
Table 1 and the sin transform of the bare time domain response
function, Rsolvent

(3) (ω) ) Im[F{Rsolvent
(3) (τ)}], is plotted in Figure

3. The overdamped portion of the spectrum agrees well with
previous heterodyne detected optical Kerr measurements.46-51

The underdamped beat at 379 cm-1 is the intramolecular
bending mode in acetonitrile. We note that within the signal-
to-noise of our experiment there was not a detectable difference
in Rsolvent

(3) (τ) for neat samples of CH3CN and the samples
containing the C102 chromophores used in the RaPTORS
measurements described in the following sections. As a result,
we assume that the nonresonant solvent response is identical
with and without the inclusion of C102 under the conditions
used in this work.

3.2. RaPTORS Measurements alongt for Fixed Values
of τ. The solvent response in eq 5,Esolvent

(3) (τ), provides a time
independent local oscillator when considering RaPTORS mea-
surements as a functiont for fixed values ofτ. As a result, the
t dependence for a fixed value ofτ can be simulated directly as
a convolution of∆R(3)(t;τ) with the instrument response in the
t dimension,N(t),

To allow for both rising and decaying time scales, positive
and negative responses, and the significant offset at long time

Figure 2. The heterodyne-detected third-order Raman response for
CH3CN. The circles are the raw data points, and the solid line is the
complete fit using the bare response function in Figure 3 and eq 9.
The dashed lines are the four individual Brownian oscillator components
of the fit, shown in Figure 3 and described in Table 1.

Isolvent(τ) ∝ ∫0

∞
dt′ELO

/ (t′)Enr3(t′) ×
∫0

∞
dt′′R(3)(t′′)Enr2

/ (t′ - t′′ + τ)Enr1(t′ - t′′ + τ) (8)

Isolvent(τ) ∝ ∫-∞

∞
dt′′R(3)(t′′) ∫-∞

∞
dt′Inr(t′)Inr(t′ - t′′ + τ) (9)

R(τ) ) R(q0) + ∑
i

Ri
(1)qi + ... (10)

R(3)(τ) ) ∑
i

|Ri
(1)|2Gi(τ) (11)

Gi(τ) ) ηi sin(Ωiτ)exp(-Λiτ) (12)

TABLE 1: Brownian Oscillator Fitting Parameters Used To
Construct the Third-Order Response Function,Rsolvent

(3) (τ)a

oscillator η R(1) ω/cm-1 γ/cm-1

1 -1 0.30 9.48 28.0
2 -1 0.71 36.5 81.2
3 -1 1.57 78.9 111.4
4 -1 1.15 379 18.4

a See eqs 11 and 12, and Figure 3.

Figure 3. The sin transform of the bare third-order response function,
Im[F{Rsolvent

(3) (τ)}], determined by a forward convolution fit of the data
for CH3CN in Figure 2 using eq 9. The solid line is the total response,
and the dashed lines are the individual Brownian oscillator components
described in Table 1.

IRaPTORS(t;τ) ∝ ∫-∞

∞
∆R(3)(t - t′;τ)N(t′)dt′ (13)
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due to the lifetime of the C102 excited-state far exceeding our
measurement time, the response alongt was modeled as a set
of sequential steps,

Each step represents evolution between different values of
our time dependent response given by A-D. Associated with
each value there is a time dependent weight,a(t)-d(t), that
varies from 0 to 1. The sum of the weights is restricted to 1 at
all t, and initial conditions are defined by the following values:
A ) 0, a(t ) 0) ) 1, b(t ) 0) ) 0, c(t ) 0) ) 0, andd(t ) 0)
) 0. The resulting time dependent signal,∆R(3)(t;τ), is then the
weighted sum of the values at each step,

The coupled differential equations that describe the time
evolution ofa(t)-d(t) and the analytical solution are presented
in detail in the Supporting Information. The data were simulated
using eq 13 and adjusting the values, B-D, and time constants,
t1 - t3, in eqs 14 and 15 until a reasonable fit was achieved.
The optimized fitting parameters are listed in Table 2. Raw data
and optimized fits are shown for slices alongt at τ ) 150 fs
andτ ) 500 fs in Figure 4. Raw data and fits at the other values
of τ are available in the Supporting Information.

The responses from a neat CH3CN sample under identical
conditions are shown as the dashed lines in Figure 4. The neat
solvent signal was dominated by an instantaneous response at
t ) 0 and was included as a component in the forward
convolution fitting procedure after linear scaling to account for
the reduction in optical density at 400 nm that accompanies
removal of the C102 chromophore. The instrument response
alongt is determined by the group velocity miss-match, GVM,
between the 400 nm resonant pulses and the 800 nm nonresonant
pulses. Fits to the neat solvent response were consistent with
the calculated GVM resulting in a Gaussian instrument response
function with a fwhm) 140 fs that was used forN(t).

3.3. RaPTORS Measurements alongτ for Fixed Values
of t. Simulation of the RaPTORS response alongτ requires
inclusion of the third-order solvent signal field,Esolvent

(3) (τ), as a
time-dependent local oscillator, see eq 4. The experimental
parameters are adjusted such that the signal at a specific point
in the two-dimensional response(t ) 500 fs,τ ) 150 fs), with
the resonant pulse present, eq 3, represents ca. 1% increase over
the same conditions with the pump pulse blocked, eq 2. If we
assume there are no interfering cross terms when taking the
modulus squared in eq 2, then the intrinsic local oscillator,
Esolvent

(3) (τ), is ca. 100 times larger than the desired signal,
∆R(3)(τ;t), at (t ) 500 fs,τ ) 150 fs). Under these conditions,
the approximation in eq 5 is reasonable, and the RaPTORS
signal can be considered as the heterodyne term alone. However,
since the local oscillator is time-dependent, and at larger values
of τ tends toward zero as shown in the insert of Figure 2, the

homodyne term is included in the simulations. It will be shown
to provide a very small, but measurable contribution forτ > 4
ps.

The heterodyne contribution, eq 5, is treated in an analogous
fashion to the heterodyne detected signal described in eq 8,
where the local oscillator in this case is the time-dependent third-
order, nonresonant bulk solvent signal field,Esolvent

(3) (τ),

The local oscillator field is then included using the third-
order response function for the solvent,Rsolvent

(3) , determined in
section 3.1 and shown in Figure 3,

Combining eqs 16 and 17, and using the fact that the field
envelopes for nonresonant pulses 1 and 2 are identical
(Enr2

/ Enr1∝Inr),

Following convolution over the laser pulses, the homodyne
contribution, the second term on the right-hand side of eq 4,
can be expressed as,

TABLE 2: Optimized Fitting Parameters Used in Eq 14 To
Simulate the RaPTORS Response alongt for Fixed Values of
τ

τ/fs t1/fs B t2/ps C t3/ps D

100 <100 -10.0 14.3 -8.20 65.3 -6.42
150 <100 -44.5 1.2 -38.7 48.0 -29.2
200 <100 -38.7 6.4 -32.7 52.9 -25.3
300 <100 -9.89 12.6 -7.43 68.8 -6.30
500 115 -1.91 22.7 -1.26 103 -1.07

a(t) A 98
t1

b(t) B 98
t2

c(t) C 98
t3

d(t) D (14)

∆R(3)(t;τ) ) a(t) A + b(t) B + c(t) C + d(t) D (15)
Figure 4. RaPTORS measurements on C102 in CH3CN alongt for τ
) 150 fs (top) andτ ) 500 fs (bottom). The circles are the raw data,
and the solid line is the fit using eqs 13, 14, and 15. The fitting
parameters are listed in Table 2. The dashed lines are identical
measurements on neat CH3CN.

IRaPTORS
hetero (τ; t) ∝ ∫0

∞
dt′Esolvent

/ (t′)Enr3(t′) ×
∫0

∞
dt′′∆R(3)(t′′;t)Enr2

/ (t′ - t′′ + τ)Enr1(t′ - t′′ + τ) (16)

Esolvent(t′) ) iEnr3(t′) ×
∫-∞

∞
dt′′Rsolvent

(3) (t′′)Enr2
/ (t′ - t′′ + τ)Enr1(t′ - t′′ + τ) (17)

IRaPTORS
hetero (τ;t) ∝

∫0

∞
Inr3(t′)(∫0

∞
Rsolvent

(3) (t′′)Inr(t′ - t′′ + τ)dt′′) ×
(∫0

∞
∆R(3)(t′′;t)Inr(t′ - t′′ + τ)dt′′)dt′ (18)

IRaPTORS
homo (τ;t) ∝ ∫0

∞
dt′Inr3(t′)|∫0

∞
dt′′∆R(3)(t′′;t)Inr(t′)|2 (19)
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The total RaPTORS response as a function ofτ for a fixed
value of t is the sum of the heterodyne and homodyne
contributions, eqs 18 and 19, where all of the parameters are
determined except the change in the third-order Raman response
function, ∆R(3)(τ;t).

The change in the third-order response function alongτ for
a series of time delayst was modeled as a change in the third-
order response induced by resonant excitation of C102,

R nopump
(3) (τ) was held fixed and represented by the bulk

solvent overdamped nuclear response determined in section 3.1,
the sum of Brownian oscillators 1-3 in Table 1.R pumppresent

(3) (τ;t)
was modeled as an instantaneous electronic response and the
sum of three overdamped Brownian oscillators. The data were
simulated as the sum of eqs 18 and 19, andR pumppresent

(3) (τ;t) and
the scale factorC were varied to optimize the fit to the measure
data. The scale factor was restricted to be the same for all values
of t. The data and fits fort values of 500 fs and 100 ps are
shown in Figure 5, and the∆R(3)(τ;t) determined for all nine
values oft measured are shown in Figure 6. Raw data and fits
not shown in Figure 5 are available in the Supporting Informa-
tion. The fits also include a fixed contribution from identical
measurements on neat CH3CN scaled to account for the
difference in optical density at 400 nm. This solvent background
only contributes to the RaPTORS intensity at small values of
both t andτ, and is shown as the red lines in Figure 5.

Optimized fitting parameters used to construct
R pumppresent

(3) (τ;t) are tabulated in the Supporting Information.
We emphasize that eq 20 was treated simply as an adjustable

function capable of generating a set of∆R(3)(τ;t) that provided
high quality fits to the raw data. No restrictions were placed on
the individual adjustable Brownian oscillator components in
R pumppresent

(3) (τ;t). The main goal, and the key result of this work,
is the determination of thetotal change in the intermolecular
response shown in Figure 6. Since the scale factor is restricted
to be the same for all values oft, the fits do reflect the relative
amplitude of the change at each time point after resonant
excitation. One of the advantages of the intrinsic local oscillator
is that the absolute amplitude of the change can be estimated
from the ratio of the local oscillator and RaPTORS signal
intensities. As indicated above this is ca. 1% at delay values of
t ) 500 fs andτ ) 150 fs.

In Figure 6, the determined∆R(3)(τ;t) is plotted with an
inverted sign. This convention was chosen to indicate increases
and decreases in the third-order Raman response as up and down
respectively on the vertical axis of the plot. As described in
Section 3.1, the polarization of the electronically nonresonant
laser fields are set to select a tensorial component of the third-
order response that is negative in the case of the intermolecular
motions. As a result, increases in the intermolecular response
are reflected as decreases (more negative) in the signal. The
raw RaPTORS data, such as that shown in Figures 4 and 5,
reflects the cross term between∆R(3)(τ;t) andRsolvent

(3) , eq 5. For
either sense of the response dictated by the relative polarizations
of the three nonresonant fields, positive or negative, this product
remains negative for a decrease and positive for an increase in
the intermolecular Raman response.

Figure 5. RaPTORS measurements on C102 in CH3CN alongτ for t
) 500 fs (top) andt ) 100 ps (bottom). The circles are the raw data,
and the blue lines are the fits using∆R(3) in Figure 6 and eqs 4, 18,
and 19. The red lines are identical measurements on neat CH3CN. The
green lines show the fit without the homodyne contribution using eqs
5 and 18. The residual of the fit att ) 500 fs is shown in Figure 7.

∆R(3)(τ;t) ) C[R pumppresent
(3) (τ;t) - R nopump

(3) (τ)] (20)

Figure 6. The change in the third-order intermolecular Raman response
function following excitation of C102 in CH3CN. These were deter-
mined by forward convolution fitting of the RaPTORS measurements
alongτ for a series of fixedt values using eqs 4, 18, and 19. Two of
the fits are shown in Figure 5, and the rest are available in the
Supporting Information section. The top figure is the sin transformation
of the change in the third-order response shown in the bottom figure.
The legend indicates the fixed value oft.
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The green lines in Figure 5 present the fits using only the
heterodyne component of the response, eq 5. There is no
significant difference between this fit and the blue lines where
the homodyne term has been included, eq 5, forτ < 4 ps. This
indicates that the assumption∆E(3)(τ;t) , Esolvent

(3) (τ) is reason-
able for this part of the response. However, forτ > 4 ps it is
clear that the small remaining signal is dominated by the
homodyne contribution, and this is a direct result of the very
small amplitude of the time-dependent local oscillator,
Esolvent

(3) (τ), beyond 4 ps, see Figure 2. The determined∆R(3)(τ;t)
reported in Figure 6 are restricted to the region where the
homodyne contribution to the response is minimal.

No underdamped motions were included in the optimized
∆R(3)(τ;t). The bending motion at 379 cm-1 shown in Figure 3
was included in the local oscillator and accounts for the majority
of the underdamped beats exhibited in the data alongτ.
However, the residual of the fit att ) 500 fs is shown in Figure
7 and does indicate that a small underdamped motion remains
in ∆R(3)(τ;t). This motion is centered near the CH3CN bending
frequency at 380 cm-1 and damps very rapidly. Although this
result is consistent with a slight shift of the bend to higher
frequency following C102 excitation, the presence of the CH3CN
bending in the time-dependent local oscillator makes a quantita-
tive interpretation of the residual motion difficult. With no
evidence for a change in any underdamped motions at frequen-
cies other than the solvent bending vibration, we limit the
discussion of our results to the change in the intermolecular
response.

4. Computational Results

To consider the change in the intermolecular response in the
context of the change in the C102-CH3CN intermolecular
interaction, the bimolecular interaction energy between the
neutral solute and solvent were calculated. The bimolecular
solvent solute interaction energy as a function of separation
distanceU(r) is expressed as the sum of the electrostatic
(dipole-dipole), induction (dipole- induced dipole) and
dispersion interactions respectively,24,52,53

As evident from eq 21, six variables are required for this
calculation, they are the dipole moments,µS0,S1, electronic
polarizabilities,RS0,S1, and ionization potentials,ES0,S1

I , where
the subscripts indicate the ground and/or excited state. To
calculate these numbers, we used the ZINDO-MN method, with
solvent parameters taken from the Minnesota Solvent Descriptor
Database. This method allows direct determination of dipole
moments and orientationally averaged polarizability values
(ground and excited states) for C102 in a model acetonitrile
environment. We note that many computational results have
been published previously for C102 and similar coumarins;54-58

however, since we are concerned specifically with the interaction
energy between C102 and surrounding acetonitrile molecules,
we chose to employ a computational method that includes the
electrostatic effect of the solvent in the determination ofµS0,S1

and RS0,S1 for C102. The change in ionization potential was
determined via gas-phase B3LYP/Midi! results for the ground
state, minus the energy added to the chromophore through
absorption of a 400 nm photon. We note that our results
qualitatively agree with recent high-level calculations by Castner
and co-workers,54 where these parameters were calculated for
C102 in solvents other than acetonitrile. In both states, the
interaction is dominated by the electrostatic dipole-dipole
interaction and the change is likewise dominated by the change
in the electrostatic term.

5. Discussion

Although the overdamped intermolecular response in solution
is continuous and largely featureless, the bimodal character of
the response is well established (for examples see refs 6, 7, 9,
18, 58, 59). Figures 2 and 3 show the bimodal character
exhibited by the intermolecular spectrum of bulk CH3CN. The
faster component in the response is often associated with single
molecule reorientational motion, librations, and the slowest
component is assigned to diffusive solvent reorganization. The
role of collision-induced contributions to the TOR response,
which can result from both orientational motions and density
fluctuations, has received considerable attention.18,60-67 The time
scales of density fluctuations can be comparable to librations,68-71

and the relative contributions of the librational, collision-induced
and cross-terms between these components in the TOR response
remains a topic of study.

When considering whether there were two or three resolvable
intermolecular contributions, we found the use of three over-
damped components to represent the TOR response in Figure
2 improved the fit when compared to the optimization of only
two overdamped Brownian oscillators. Defining the three
response types by using different simple dynamical models for
each, Scherer and co-workers assigned a set of three responses
in the optical Kerr effect spectrum of CH3CN to librations,
collision-induced, and diffusive reorganization.24 The three
resulting components are very similar to the three overdamped
Brownian oscillators in Figure 3, and we adopt the same
assignment of these contributions to the TOR response. How-
ever, since the librational and translational, and the translational
and diffusive responses are predicted to significantly overlap
in time, separation of these components in the TOR spectrum
is under-determined and significantly influenced by the model(s)

Figure 7. The residual (data- fit) for the RaPTORS scan alongτ at
t ) 500 fs shown in the top of Figure 5 (top). The Fourier transform
intensity of the residual (bottom).

U(r) )

- 1

r6{ 2µ1
2 µ2

2

3kT(4πε0)
2

+
µ1

2R2 + R1µ2
2

(4πε0)
2

+
3R1R2

2(4πε0)
2

E1
I E2

I

(E1
I + E2

I )}.

(21)

Ultrafast Solvation Dynamics J. Phys. Chem. A, Vol. 109, No. 15, 20053301



employed. The discussion here will focus on the total measured
intermolecular spectrum and the change in that spectrum induced
by excitation of C102. The overlapping contributions are
considered only qualitatively as librations in the highest
frequency component peaked around 60 cm-1, collision-induced
contributions in the middle, peaked around 18 cm-1, and
diffusive reorganization at the low frequencies, peaked around
4 cm-1.

Figure 6 presents the difference in the intermolecular Raman
response between the excited and ground electronic states of
C102 in CH3CN for a series of delay times after excitation of
C102. Generally, the change in the electronic state of C102
results in a decreased response for motions in the middle of the
intermolecular spectrum, 3-110 cm-1, and an increase for the
motions at the outsides of the intermolecular spectrum, less than
3 cm-1 and greater than 110 cm-1. A large fraction of the initial
change takes place within the time resolution of our experiment,
< 100 fs, see Table 2, and then decays on different time scales
depending on the region in the intermolecular response being
considered. There is still a significant difference in the
intermolecular response 300 ps after excitation of C102. This
difference at comparably long delay times appears to decay on
a time scale that is longer than our experiment and consistent
with the 4 ns excited-state lifetime of C102 in polar solvents.72

While the RaPTORS measurement provides a direct deter-
mination of the change in the intermolecular Raman spectrum,
∆R(3)(ω;t), reconstruction of the intermolecular spectrum of that
fraction of the solvent that experiences a change before and
after resonant excitation of C102 from the measured difference,

requires knowledge of eitherRafter
(3) (ω;t) or Rbefore

(3) (ω) and the
absolute magnitude of the change. To illustrate the difference
in the response before and after excitation, we can approximate
Rbefore

(3) (ω) as the bulk solvent response,Rsolvent
(3) (ω). The magni-

tude of the change is estimated as 1% at (t ) 500 fs,τ ) 150
fs) based on the relative intensities of the signal and intrinsic
local oscillator, see section 3.3. Combining these estimates with
∆R(3)(ω;t) in Figure 6, the resultingRafter

(3) (ω;t) is shown in
Figure 8. We note that there is no expectation that the
intermolecular spectrum associated with the small fraction of
molecules that are affected by the excitation of C102 is identical

to the bulk solvent. Those solvent molecules that are affected
by the change in C102 must interact with C102 in the ground
state and thereby should have a different intermolecular
spectrum than solvent far removed from the solute on average.
Figure 8 is intended only to illustrate the magnitude of the
change as a function of delay time and frequency and indicate
how the spectrum shifts in response to C102 excitation.

5.1. The Equilibrated Difference in the Intermolecular
Response.In Figure 6 the TOR spectrum has, for the most part,
stopped evolving by 300 ps after excitation of C102. In this
long time limit the change in the response reflects the difference
between the equilibrated intermolecular spectrum around the
excited and ground states of C102. The change in the intermo-
lecular interaction between C102 and acetonitrile following
excitation of C102 is dominated by the increase in the dipole-
dipole interaction, see Table 3. The increase in the intermo-
lecular interaction, as reflected by the decrease in the intermo-
lecular potential energy, is expected to increase the local density
and tighten the associated solvent-solute and solvent-solvent
intermolecular potentials. Although the effects of temperature
and density are not strictly independent, temperature-dependent
studies of the intermolecular spectrum of neat liquids have
demonstrated similar changes as the temperature is reduced with
a concomitant increase in the density.73-77 In these studies, the
high-frequency librational motions shift to higher frequencies
and collective reorganization shifts to lower frequencies. The
increase in frequency and decrease in damping of the librational
motions can be attributed to the density increase, due to an
increase in the effective force constant associated with librational
motion. The increased density will also shift the collision-
induced contributions to higher frequencies. The shift of the
collective motions to lower frequency with a reduction in
temperature can be explained in terms of the increased viscos-
ity75 or the result of a change in level dependent damping.73

Our results demonstrate analogous shifts of the intermolecular
spectrum following excitation of C102, Figure 8, and we assign
these shifts predominantly to an increase in the local density
that accompanies the excitation.

In addition to the increase in the dipolar interaction, heating
of the local environment may follow excitation due to increased
kinetic energy from both the intermolecular solvation events
and transfer of excess C102 vibrational energy to the sol-
vent.16,18,78-81 Temperature-dependent studies of neat CH3CN
indicate that an increase in thermal energy would result in an
opposite shift of the intermolecular spectrum than observed in
Figure 8.73 An increase in the temperature would shift the
librations to lower frequencies and the diffusive reorganization
to higher frequencies. The resulting change in the spectrum
would present an increase at intermediate intermolecular
frequencies and a decrease at the wings, the opposite of what
we observe in Figure 6. Excitation at 400 nm is on the low
energy side of the C102 absorption maximum at 380 nm, leaving
a limited amount of excess energy for transfer to the solvent.
In experiments with the analogous Coumarin dyes C152 and
C153, where excitation at 400 nm is near the peak of the
absorption for C152 and 1800 cm-1 to the high energy side of
the maximum in C153, we have observed a dramatic change in

Figure 8. The third-order intermolecular Raman response function
before and after excitation of C102. The “before” response is assumed
to be the response of the bulk solvent from Figure 3 and the “after”
response is created from∆R(3)(ω;t) in Figure 6 as described in Section
5. The legend indicates the fixed value of time delayt.

∆R(3)(ω;t) ) Rafter
(3) (ω;t) - Rbefore

(3) (ω) (22)

TABLE 3: Calculated Bimolecular Interaction Energies for
C102 in CH3CN Using Eq 21a

µ/D R/Å3 EI/eV electrostatic induction dispersion

ground state, S0 9.1 27.2 6.8 -16.7 -0.7 -1.3
excited state, S1 11.1 29.3 3.7 -24.7 -0.9 -1.4
difference 2.0 2.1-3.1 -8.0 -0.2 -0.1

a Energy values are given in units of 10-79 kJ·m6.
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the RaPTORS response. In the case of C153 the response even
becomes slightly positive for intermediate intermolecular fre-
quencies.82 A systematic study of the dependence of the
RaPTORS signal on resonant excitation frequency will be
required to quantitatively address the shift in the balance
between the density increase due to increased intermolecular
interactions and the decrease that accompanies increased solvent
kinetic energy following energy transfer from the solute. Our
results indicate that for excitation of C102 at 400 nm the increase
in the electrostatic interaction exerts a larger influence on the
local density than any heating due to intra- and intermolecular
energy transfer.

5.2. Evolution of the Intermolecular Response.The evolu-
tion of the intermolecular spectrum following excitation of C102
can generally be described by a very rapid,<100 fs, initial
change followed by a biexponential approach to equilibrium
around the excited state of C102. However, each portion of the
response is changing on a different time scale. The fits of the
raw RaPTORS response alongt for different values ofτ, Table
2, illustrate how the time dependence varies depending on the
portion of the intermolecular response that is probed. All of
the τ values in Table 2 are within the portion of the Raman
response that has experienced a negative change, as shown in
the bottom of Figure 6. Atτ ) 150 fs, near the peak of the
intermolecular response, the two time constants in the evolution,
t2 andt3 in Table 2 and eq 14, are the smallest. Going to larger
or smaller values ofτ increases both of the decay times, with
t2 andt3 becoming progressive longer asτ increases. This trend
is the result of the complex shifting of the broad overlapping
components in the intermolecular spectrum with time. The initial
response shifts the faster portions to earlier times and the slower
portions to later times. These responses then start to shift back,
finally equilibrating around excited-state C102. Near the peak
of the response, the result is an initial loss that fills in with
time; however, at points in the spectrum progressively closer
to the boundaries of the sign change the combined positive and
negative evolutions can lead to a near cancelation, and very
little change is exhibited as a function of time. This can be seen
nearτ ) 50 fs andτ ) 1 ps in Figure 6.

Decay of the RaPTORS response as a function oft would
also be expected to result from rotation of the excited C102
solute due to the anisotropy in the solvent’s polarizability and
the tensorial nature of the measured response. Solute rotation
would produce a decay of the entire RaPTORS response on
the same, rotational, time scale with the largest amplitude
corresponding to the maximum in the RaPTORS signal atτ )
150 fs. Assuming the rotation time for excited C102 is similar
to the measured rotation time for the analogous dye C153 in
CH3CN, 21 ps,83 neither of the time constants in the decay atτ
) 150 fs correspond to rotation. In the fits to the time evolution
along t the minimum number of steps required to obtain a
reasonable fit were employed, eq 14. Although a 21 ps decay
due to rotation could be added to each of the fits alongt, the
quality of our data was not sufficient to resolve this or any other
additional time scales. While solute rotation may contribute to
the decay, the different time scales measured at each value of
τ, and the lack of consistency with the C102 rotation time,
indicate that time-dependent shifting of the intermolecular
spectrum plays a significant role in the observed response even
at longer delays.

Inspection of Figure 6 demonstrates a complex evolution of
the spectrum following excitation of C102. Looking at the higher
frequencies,> 100 cm-1, there is a large initial jump within
the time resolution of our experiment and then a rapid decay in

the first 500 fs after excitation. The time scale is consistent with
the initial solvation response previously measured for CH3CN
and is the result of the motions that are driven by the sudden
increase in the C102 dipole moment.9,84,85 However, with the
first frequency resolved time point att ) 250 fs we are only
able to measure the effect of the tail of this portion of the
response. Schmuttenmaer and co-worker found a similar
transient increase and shift of the high-frequency intermolecular
motions in the nondipolar solvation of TBNC.26,28,86 Using
polarizability response spectroscopy, Scherer and co-workers
found that translational and collision-induced contributions are
preferentially driven by the excitation of C153 in CH3CN, in
agreement with the viscoelastic solvation model of Berg24,68-70

On the basis of these studies and our observed change in the
intermolecular spectrum, we conclude that the sudden increase
and rapid sub-picosecond recovery of the higher frequency
motions in the RaPTORS response may reflect transient
librations, but primarily is the result of translational motion that
accompanies an impulsively driven local density fluctuation.

All of the frequencies in Figure 6 show a large initial,< 250
fs, change, and the subsequent evolution is strongly dependent
on the frequency. While the higher frequencies demonstrate a
rapid decay, intermediate frequencies show much smaller
changes during the first picosecond with the spectral evolution
in this region appearing to get a later start. Figure 9 illustrates
how various points in the intermolecular spectrum are changing
in time. In the bottom of Figure 9 the dynamic evolution of
different frequencies is highlighted by subtracting the value at
300 ps for each frequency, where we assume the solvent has
effectively reached equilibrium around the excited state of C102.
Frequencies greater than 60 cm-1 have a rapid decline between

Figure 9. The t dependence for the frequency indicated in the legend
from the fits shown in the top of Figure 6 (top). The fits shown in the
top plot, with the value att ) 300 ps subtracted to highlight the time-
dependent evolution (bottom). In both figures the circles are the nine
time points alongt taken from Figure 6, and the dashed lines simply
connect these points.
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t ) 250 fs andt ) 500 fs, with over half of the dynamic
response for frequencies above 100 cm-1 completed within the
first picosecond. In contrast, there is very little evolution at 30
cm-1 during the first 5 ps, and the majority of the change takes
place between 5 and 100 ps.

The last period of evolution in the intermolecular spectrum
takes place on a 48 ps to 100 ps time scale, see Table 2, and it
accounts for a large fraction of the spectral evolution for
frequencies below 40 cm-1. This is much slower than the
solvation time scales observed using a resonant probe of the
solute, where the solvation was characterized by a biexponential
response involving 89 and 630 fs decays.9,57,85 Given that in
Figure 9 a significant portion of the fastest,< 200 fs, response
has been missed with the earliest resolvable point at a delay of
t ) 250 fs, the responses of the highest frequencies are similar
to the resonant measurements with a significant sub-picosecond
contribution. The sub-picosecond components that dominates
the response in the resonant measurements reflect the strong
influence of the closest solvent molecules, the first solvation
shell, on the electronic energy of the solute.18 Now consider
the dramatic dependence of the observed response on the
frequency. At 30 cm-1 the entire evolution takes place on a
significantly longer time scale than observed in the resonant
measurements. The nonresonant solvent probe lacks any inherent
bias based on proximity to the solute. This suggests that the
slower changes that are dominant at lower frequencies reflect
reorganization over larger distances than are probed in resonant
solute measurements. As a result, a qualitative connection
between the frequency and the length scale of the motion being
probed can be drawn. However, Figure 9 also shows that even
at higher frequencies there is a slow decay component, albeit a
much smaller relative contribution than at lower frequencies.
This is evidence of the complex relationship between the length
scale and the frequency and a more quantitative interpretation
of our results in terms of changes in the wavevector and
frequency dependent response will require molecular simula-
tions.87 One possible explanation for the slow response that
appears over longer length scales would be the transfer of excess
potential energy to thermal (kinetic) energy of the surrounding
solvent. Maroncelli has considered this in detail with MD
simulations, demonstrating that following a very rapid jump in
the kinetic energy of the first solvation shell, the energy is
transferred to ever greater distances from the solute on ever
slower time scales.16 As discussed in Section 5.1, an increase
in the effective thermal temperature of the solvent would
increase the response at frequencies below 60 cm-1.

5.3. Comparison with Linear Response.The application
of linear response to solvation requires that the perturbation to
the solvent from excitation of the solute is small, and thus the
response of the solvent is equivalent to the statistical fluctuations
in the absence of the perturbation.14 When applied to the
nonequilibrium dynamics of the solute electronic energy gap,
S(t), this means that LR requires that the equilibrium solvent
fluctuations in the presence of the excited state of the chro-
mophore are the same as the fluctuations in the presence of the
ground state. Computational studies have shown that this is not
the case for significant changes in solute charge distribution,
and the results presented here provide direct experimental
confirmation that this is not the case for excitation of C102 in
acetonitrile.10,11,14-17 Figures 6 and 8 clearly demonstrate that
there is a significant change in the equilibrated spectrum of
intermolecular motions following excitation. On the basis of
this experimental observation, failure of LR is expected when

attempting to use the statistical fluctuations about the ground-
state solute,Cgs(t), to predictS(t).

Simulations have found that LR applied to predictions ofS(t)
does a good job for the fastest components of the solvent
response,<100 fs. This has been explained by the fact that the
response is dominated by inertial motions, i.e., it is dictated by
motion prior to the perturbation.10,14Our current time resolution
is not sufficient to address these earliest events in detail.
However, the slower response inS(t) observed in the simula-
tions, ca. 1 ps, was found to be poorly predicted byCgs(t).14,16

Our results indicate that following a large<100 fs change in
the spectrum, there is limited evolution of the most intense center
of the intermolecular spectrum during the first picosecond.
Following the inertial motions, the solvent fluctuations during
this period reflect the new, pseudo-equilibrated intermolecular
response about the excited chromophore. The difference in the
solvent spectrum between the ground and excited state solute
at this point is actually larger than it is after subsequent
equilibration takes place. The longest time scale of intermo-
lecular spectral evolution that we observe, 50 ps to 100 ps, is
most apparent for frequencies below 60 cm-1 and actually shows
a modest reduction of the difference. These time scales are not
observed in the resonant solvation experiments, and simulations
have not yet addressed these extended time scales. If, as we
have proposed, this evolution represents changes over larger
distances from the chromophore as the result of thermal energy
transfer, then the effect on the solute’s electronic energy should
be small. Under these conditions deviations from LR would be
indicated by the difference in the local solvent fluctuations
established prior to the longer time scales associated with the
thermal energy transfer chain and therefore would suggest even
slightly larger deviations from LR than would be predicted from
the differences in the fully equilibrated solvent response about
the ground and excited states.

6. Conclusion

We have demonstrated the application of a new technique to
directly measure the change in the entire intermolecular Raman
spectrum and its dynamic evolution, following excitation of a
chromophore in solution. This technique was applied to examine
the dipolar solvation event that follows excitation of C102 in
acetonitrile. After excitation of C102, the spectrum demonstrated
a complex bifurcation, where the higher frequency components
broaden and shift higher in frequency, and the lower frequency
components shift to lower frequencies. This is attributed to the
increased local solvent density that accompanies the increased
dipolar solvent-solute interaction. Following an initial,<100
fs, change, evolution of the spectrum is strongly frequency
dependent, with a large fraction of the equilibration around the
excited state at high frequencies taking place in less than a
picosecond. In contrast, lower frequency components equilibrate
more slowly, with very little relaxation during the first
picosecond after excitation. Comparison with resonant solvation
experiments by others suggests a connection between the
frequency and length scale of the response, with changes at
lower frequencies probing the change in the response at larger
distances from the chromophore. The slowest changes at lower
frequencies is likely the result of intermolecular kinetic (thermal)
energy transfer to subsequently greater distances from the solute
and is not seen in the resonant solvation measurements.

Unlike resonant probes of solvation dynamics, which probe
the nonequilibrium evolution of the electronic energy gap, the
RaPTOR S experiment is a direct probe of thechangein the
local solvent response relative to the ground electronic state of
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the chromophore. To our knowledge, these measurements
provide the first direct measurements of the difference between
the solvent fluctuations around the ground and excited electronic
states of the chromophore for a dipolar solvation event. For the
large change in the C102 dipole moment, the difference is
significant. The large change in equilibrium solvent fluctuations
agrees with molecular dynamics simulations14,16and, along with
the time-dependent evolution of the solvent response, provides
experimental confirmation of a failure of linear response in
dipolar solvation. The results also indicate that after the inertial
response the solvent fluctuations are well represented by the
equilibrium dynamics around the excited state of the chro-
mophore, as one might expect.

The experiments here have demonstrated that the spectrum
of fluctuations in the local solvent environment undergo
significant changes as charge is redistributed in a solute. The
changing local intermolecular response has important implica-
tions for understanding solvation and the dynamics associated
with reactive events in solution as the local intermolecular
environment evolves through the transition from reactant to
product. This includes the complicated dynamics associated with
intermolecular thermal energy transfer. We have demonstrated
a new technique capable of following these changes, and one
of the strengths of this technique is the separation of the solvent
probe from spectroscopy of the solute. Future applications
should provide details of how dynamic changes in the local
environment participate in condensed phase reactive events.
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